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Abstract  
While science is often portrayed as producing reliable knowledge, scientists tend to express caution 

about their claims, acknowledging nuances and doubt, all the more so in novel domains of research 

paved with unknowns. Uncertainty is an intrinsic aspect of scientific inquiry, particularly in recent 

fields such as astrobiology, which tackles numerous hard questions about the origin, evolution, and 

distribution of life on Earth and elsewhere. Mapping uncertainty in science matters for achieving a 

more accurate understanding of scientific knowledge. It also helps identify research domains at the 

frontiers of knowledge where unknowns are the most salient. In this article, we investigate the 

presence, distribution and context of uncertainty in the field of astrobiology. We analyze a 

comprehensive corpus of 3,698 research articles published in three major journals in the domain from 

1968 to 2020. We use a linguistically motivated approach to identify expression of uncertainty in 

article full text. The corpus was further segmented into research topics using Latent Dirichlet 

Allocation (LDA) to investigate variations in uncertainty across subfields and over time. Our findings 

show that, while uncertainty has remained relatively stable over the 50 years covered by the corpus, 

constituting 20–25% of sentences on average, it varies significantly across research fields, 

highlighting areas where unknowns, doubts and speculations are more prevalent. The analysis also 

highlights relationships between expression of uncertainty and rhetorical structure. Indeed, higher 

uncertainty levels were observed in the beginning (introductions) and towards the end (conclusions) 

of research articles, while middle sections contained less uncertainty. Abstracts also tended to express 

a slightly higher level of uncertainty compared to main texts, especially with greater variability, 

suggesting their role in summarizing research and highlighting unknowns. To investigate the context 

of uncertainty, a lexical analysis was conducted to identify nouns most frequently associated with 

uncertainty within each topic. Terms such as “life,” “planet,” and “Mars” were found to be strongly 

associated with uncertainty. Conversely, terms related to experimentation and measurement, such as 

“sample” and “spectrum,” were linked to an absence of uncertainty, pointing at a dichotomy between 

speculative and evidence-based lines of inquiry. The findings contribute to a better understanding of 
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the field of astrobiology and exemplify the relevance of the proposed method to identify uncertainty-

related concepts in corpora of full text publications. They also offer a foundation for future 

comparative studies across disciplines. 

Introduction 

Uncertainty is a foundational element of scientific inquiry, influencing every stage 

of the research process from formulating hypotheses to interpreting results. The 

construction of new scientific knowledge, by its nature, involves various degrees of 

uncertainty, arising from research hypotheses, methodological limitations, 

measurement errors, and the interpretative nature of scientific reasoning. Therefore, 

studying uncertainty is important to gain understanding on the mechanisms behind 

the construction of new knowledge. It also matters for better depicting the status of 

scientific knowledge and its variations in evidential support in different fields of 

inquiry. Indeed, scientific fields vary not just in terms of objects of investigation but 

also in terms of methods, maturity of research programs and social organization, 

thereby likely displaying noticeable nuances in terms of uncertainty. In the present 

contribution, we propose to investigate how uncertainty is expressed in the recent 

discipline of astrobiology.  

Astrobiology is a multidisciplinary field encompassing areas such as prebiotic 

chemistry, systems chemistry, synthetic biology, atmospheric sciences, planetary 

sciences, and astronomy that emerged in the 1990s following early works in space 

life sciences and origin of life studies (Dick & Strick, 2004). Its unifying feature is 

the pursuit of hard and yet unresolved questions that require cross-disciplinary 

insights: What is life? How did it originate on Earth? Does it exist elsewhere in the 

universe? How might life evolve on a cosmic scale? According to the NASA 

Astrobiology Roadmap, astrobiology includes the search for habitable exoplanets, 

Mars exploration, studies of life’s origins and early evolution, and research on life’s 

adaptability on Earth and in space (Des Marais et al., 2003). Similarly, the AstRoMap 

European Astrobiology Roadmap frames astrobiology as the study of life’s origin, 

evolution, and distribution within cosmic evolution, addressing habitability in the 

Solar System and beyond (Horneck et al., 2016). The broad scope of astrobiology, 

as well as its recent emergence and the relatively speculative nature of its research 

objectives make it a perfect target for assessing the expressions of uncertainty in 

scientific research.  

To this aim, we propose to deploy a linguistically motivated approach for identifying 

and categorizing uncertainty onto a full-text corpus consisting of all research articles 

published in the three major astrobiology journals (from earliest publication date in 

1968 up until 2020). This approach relies on the identification of specific 

terminological patterns in texts, thereby going beyond more classical analyses of 

uncertainty focusing on hedgers and boosters  (Ningrum & Atanassova, 2024). 

Moreover, by using a topic model already fitted to the corpus (Malaterre & Lareau, 

2023), the method makes it possible to investigate uncertainty over time and across 

different subfields of astrobiology, thereby revealing nuances across disciplinary 

contexts which are further examined by identifying discriminating terms associated 
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with uncertainty. Uncertainty is also analyzed as a function of document properties 

and rhetorical structure (e.g., text progression, length, abstracts vs. main texts).   

In what follows, we first describe the corpus and the methods, and lay out the set of 

analyses we conducted. We then present the results and discuss them, notably 

considering directions for future work. 

Corpus and Methods 

The corpus consists of all full-text research articles of the three major astrobiology 

journals that had been assembled in (Malaterre & Lareau, 2023): Astrobiology, the 

International Journal of Astrobiology (IJA), and Origins of Life and Evolution of 

Biospheres (OLEB, this latter journal being successively known as Space Life 

Sciences (1968-1973), Origins of Life (1974-1984), Origins of Life and Evolution of 

the Biosphere (1984-2004), and Origins of Life and Evolution of Biospheres (2005-

2023); since 2024, the journal has been renamed Discover Life). Editorials, 

conference summaries, errata, discussion notes, and short articles (<4,000 

characters) were removed so as to only keep research articles and their abstracts. 

This led to a corpus consisting of a total of 3,698 full-text articles, including 3,542 

with abstracts, from 1968 to 2020, with a total of 705,636 sentences (out of which 

26,355 correspond to abstracts and 679,281 to the main text of the articles). 

The corpus underwent standard preprocessing, including cleaning, tokenization, and 

vectorization. For the topic model, part-of-speech (POS) tagging and lemmatization 

using the TreeTagger package (Schmid, 1994) were conducted, and only nouns, 

verbs, modals, adjectives, adverbs, proper nouns, and foreign words were retained. 

Stop words, words shorter than three characters, and those appearing in fewer than 

20 documents were removed. A topic model with K=25 topics was applied to the text 

data using the LDA algorithm (Blei et al., 2003), following a manual review of 

models with various K values (Malaterre & Lareau, 2023). Topics were interpreted 

and named based on an examination of top words and top texts. To facilitate analysis, 

the topics were organized into clusters using Louvain community detection on a 

graph of topic-to-topic correlations in documents. In short, the topics can be grouped 

into four clusters: (A) focuses on life and survival, including microbial communities 

in extreme environments, space biology, spacecraft contamination, and conceptual 

studies like Fermi’s paradox. (B) centers on the origins of life, exploring prebiotic 

chemistry, amino- and nucleic acids, molecular evolution, meteorite analyses, and 

definitions of life, including artificial life and protocells. (C) addresses planetary and 

astro-related topics, such as exoplanet habitability, planetary atmospheres, chirality, 

and energy-matter delivery from space. (D) investigates biosignatures and geological 

traces, covering Mars exploration, hydrothermal vents, biopaleontology, 

microfossils, and the search for water and habitability on other worlds. 

This study adopts a linguistically motivated system developed by Ningrum et al. 

(2023) to detect scientific uncertainty in scholarly full texts that is built using the 

spaCy framework. The system was applied to the cleaned full-text corpus (including 

abstracts). The system uses a weakly supervised approach with a fine-grained 

annotation scheme to identify uncertainty expressions at the sentence level. Its 

pipeline integrates pattern matching, complex sentence analysis, and authorial 
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reference checks, leveraging a span-based method to pinpoint uncertainty in 

academic writings. For a detailed presentation of this system, see Ningrum & 

Atanassova (2023). Building on prior findings (Desclés et al., 2011; Ningrum et al., 

2025) that emphasize the importance of multi-word phrases in identifying hedging 

and uncertainty, the system goes beyond simple linguistic markers, and also relies 

on linguistic patterns and features, such as part-of-speech (POS) tags, morphology, 

and syntactic dependencies. Unlike earlier studies that assume all uncertainty 

expressions must contain at least one uncertainty span (Medlock & Briscoe, 2007; 

Szarvas, 2008; Farkas et al., 2010), this approach treats uncertainty spans as trigger 

candidates that require further verification. The verification covers three main types 

of contextual shifts that can alter the true interpretation of scientific uncertainty 

expression: rebuttal expressions due to confirmation, rebuttal expressions due to 

neutral informative statements, and negation. Figure 1 shows several examples of 

sentences and annotations. Table 1 presents a description of the dataset with the 

number of documents for each topic, the total number of sentences and the number 

of sentences identified as containing uncertainty. We processed abstracts and main 

texts of articles separately. 

 

 1 - “Evaluation seems to be an unresolved matter in….” [Uncertainty] 

 2 - “The potential roles of X in Y remain speculative.” [Uncertainty] 

 3 – “...no evidence to support this hypothesis...” [Absence of uncertainty due to  

negation] 

 4 – “In order to test whether X has a contribution to Y, statistical analysis was 

employed....” 

 [Absence of uncertainty with neutral informative statement] 

 5 – “The high correlations scores confirm hypothesis H3” 

 [Absence of uncertainty due to confirmation] 

Figure 1. Examples of sentences and annotations of uncertainty. In bold: 

expressions of uncertainty that trigger the analysis of the context, and underlined: 

contextual elements that are analyzed to confirm or refute the presence of 

uncertainty. 
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Table 1. Dataset description for the abstracts and article main texts: number of 

documents, total number of sentences and sentences containing uncertainty for each 

topic. Articles were assigned their dominant topic as determined by LDA. 

 

 

Analyses 

Once identified, sentences with uncertainty were summed up for each article and 

analyzed across the corpus, especially to assess the influence of time and research 

domains (topics). Three main uncertainty measures were calculated: uncertainty as 

a function of time period Up; uncertainty as a function of topic and time period Uj,p; 

and uncertainty as a function of topics Uj:        

𝑈𝑝 =
∑ 𝑢𝑑 𝑠𝑑⁄𝑑∈𝑝

𝑁𝑝
   𝑈𝑗,𝑝 =

∑ 𝑢𝑑×𝑡𝑗,𝑑𝑑∈𝑝

∑ 𝑠𝑑×𝑡𝑗,𝑑𝑑∈𝑝
  𝑈𝑗 =

∑ 𝑈𝑗,𝑝𝑝

𝑇
 

where 𝑢𝑑 is the number of sentences expressing uncertainty in a document d, 𝑠𝑑  is 

the number of sentences in document d, 𝑁𝑝 is the number of documents per time 

period p, 𝑡𝑗,𝑑d is the % value of topic j in document d, T is the number of time periods 

(18 in the present case). This was done for abstracts only, for main texts only, and 
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for complete articles (abstracts and main texts jointly) to compare uncertainty 

expressed in abstracts and main texts.  

Further analyses were conducted to examine uncertainty as a function of text length 

and text progression (excluding abstracts in both cases), the latter being defined as: 

for a given 𝑔 ∈ {0, 1, … ,100}, 𝑈𝑔 =
∑ 𝑢𝑑,𝑔𝑑

∑ 𝑠𝑑,𝑔𝑑
 

where 𝑢𝑑,𝑔 is the number of sentences expressing uncertainty such that their relative 

position ℎ = 𝑟𝑎𝑛𝑘(𝑠) × 100 𝑠𝑑⁄ , where 𝑟𝑎𝑛𝑘(𝑠) is the absolute position of sentence s 

in document d (from 1 to 𝑠𝑑), is such that g is the entire number that is closest to h. 

To investigate the context of uncertainty in astrobiology, we analyzed occurrences 

of nouns and proper nouns in the body of the articles in each identified topic. First, 

we extracted the most frequent nouns from sentences annotated with uncertainty for 

each topic, thus identifying key terms that frequently occur around expressions of 

uncertainty. To do this, we performed tokenization, POS-tagging and lemmatization 

of the dataset using the Python Natural Language Toolkit (NLTK). Articles were 

assigned their dominant topic as determined by the LDA topic model. Second, we 

calculated Precision, Recall, and F-measure scores for these nouns to assess their 

effectiveness in characterizing uncertainty. The F-measure is a metric used to 

evaluate the performance of a classification model, particularly in information 

retrieval and machine learning (Van Rijsbergen, 1979; Christen et al., 2024). In the 

context of classification and feature selection, it has been shown that the F-measure 

can be used to rank features with respect to their degree of association with a class 

(e.g., Alwidian et al., 2016; Lamirel et al., 2016). With this in mind, for a given term 

t and a set S of all the sentences of a given set D of documents, we define a class-

association score 𝐴𝑐,𝑡,𝑆 that expresses the degree of association of t with a given class 

c in S as the harmonic mean: 

 𝐴𝑐,𝑡,𝑆 = 2 ×
𝐴𝑃𝑐,𝑡,𝑆×𝐴𝑅𝑐,𝑡,𝑆

𝐴𝑃𝑐,𝑡,𝑆+𝐴𝑅𝑐,𝑡,𝑆
 

where 

𝐴𝑃𝑐,𝑡,𝑆 =
|{𝑠∶ 𝑠∈𝑆∩𝑐,𝑡∈𝑠}|

|{𝑠∶ 𝑠∈𝑆,𝑡∈𝑠}|
 and 𝐴𝑅𝑐,𝑡,𝑆 =

|{𝑠∶ 𝑠∈𝑆∩𝑐,𝑡∈𝑠}|

|{𝑠∶ 𝑠∈𝑆∩𝑐}|
, 

s is a sentence, and class c is a class that can be either “presence of uncertainty” or 

“absence of uncertainty”. This approach enabled us to identify and rank the nouns 

which were most strongly associated with the presence (or absence) of uncertainty 

within each topic, in order to better understand the primary subjects or concepts 

related to uncertainty discourse across the different topics in the dataset. We 

specifically examined this context for the top 5 and bottom 5 topics with respect to 

Uj. We also calculated class-association scores for the nouns of the top 5% and the 

bottom 5% of the articles (i.e.,𝑢𝑑 𝑠𝑑⁄ ), in order to identify frequent concepts 

associated with uncertainty.  
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Results 

The main results are summarized hereafter, with contrasting variations in uncertainty 

depending on context, notably research topics, but also rhetorical dimensions such 

as text length and text progression.  

Uncertainty as a function of time 

Results indicate a relatively stable expression of uncertainty over the fifty year span 

of the corpus, in the range of about 20 to 25% of document sentences (abstracts and 

main texts together) (Fig. 2). Percentage of uncertainty sentences can be as low as 

about 5%, while maximum uncertainty may reach about 50%, with some outlier 

documents scoring even above 60%. In any case, most of the corpus documents 

express a relatively high level of uncertainty which remains relatively unchanged 

over time, despite the introduction of two new journals in 2000 and underlying 

changes in topics (Malaterre & Lareau, 2023). 

 

 

Figure 2. Evolution of share of uncertainty sentences in articles over time. For each 

time-period, boxplot of the distribution statistics of uncertainty percentage in 

research articles (abstract and main text); the line represents the evolution of average 

uncertainty Up; dots are outlier articles. 
 

Uncertainty per topic (excluding abstracts) 

Analysis of uncertainty as a function of topic shows significant variation: while some 

topics express uncertainty in as few as about 15% of their attributed sentences, other 

topics have their share of uncertainty sentences well above 25% (Fig. 3). Among the 

five topics with least uncertainty, one finds three topics related to space microbiology 

(“A-Radiation-spore”, “A-Bacteria-microbes”, “A-Cell-plant-animal”), one to 

chemical analysis of rock samples (“B-Sample-chemistry), and one related to 

spectral analyses (“D-Spectra”). Among the five topics with the most uncertainty, 
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three concern life, its environment, whether alien civilization exists, what it means 

for a system to be alive (“D-Life-environment”, “A-Life-Civilization”, “B-Life-

System”) and two that concern astronomy, planetary systems in particular and 

impactors (“C-Planet-star”, “C-Impact-Particle”). 

 

 

Figure 3. Share of uncertainty sentences as a function of topics. For each topic, 

boxplot of the distribution statistics of uncertainty % Uj,p attributed to each of the 25 

topics (for sentences in the main text only as abstract were not included in the topic 

model) across the 18 time-periods of the study; dots are outlier time-periods.  
 

Context of uncertainty 

To better understand the contexts of uncertainty, we examined the association scores 

with “uncertainty” and “absence of uncertainty” of all the nouns appearing in the 

corpus for various sets of documents (topic-related documents, outliers, and all 

corpus documents). Tables 2 and 3 present two different aspects of this analysis. As 

the different topics in the dataset contain various degrees of relative uncertainty (see 

Fig. 3), and the same phenomenon can be observed at the article level, we analyzed 

these association scores to identify the concepts that are most commonly related to 

the presence of uncertainty or to its absence. The highest association scores we 

observed on the dataset are about 0.36, thus the scores vary between 0 and 0.36. At 
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the article level, relative uncertainty in the main text varies between 1.43% and 

69.81%. Due to this large interval, for the following analysis, we examined the 

outliers defined as the top 5% and the bottom 5% of articles, and compared them to 

the top-5 topics in terms of uncertainty, the bottom-5 topics, and to all corpus articles 

together. 

Table 2 summarizes the highest association scores—above 0.1—with “presence of 

uncertainty” for the top-5 topics, top 5%articles, and all articles. We can observe, for 

example, that the noun “life” is highly related to the expression of uncertainty across 

all 5 topics, being at top position for three of them (D-Life-environment, A-Life-

civilization, B-Life-system), and within the top-5 terms for the other two topics (C-

Planet-star and C-Impact-particle). “Life” is also the highest ranking term among the 

top 5% articles expressing the most uncertainty, and across all articles of the corpus, 

but to a lesser extent.  The nouns “planet” and “Earth” are present in all lists except 

for one topic (B-Life-system). Each topic presents its specificities, e.g. the 

uncertainty in D-Life-environment is prominently related to objects such as 

“environment”, “Mars”, “surface” and “condition” that do not appear in the other 

lists. Similarly, B-Life-system expresses uncertainty related to “molecule”, 

“evolution” and “process” which are specific to that topic. 

Table 3 lists the nouns that exhibit the highest association scores with “absence of 

uncertainty”. We calculated these scores for the 5 topics that have the lowest relative 

uncertainty, for the bottom 5% articles in terms of relative uncertainty, and for all 

articles. Here, the term “sample” appears on the first or the second position for all 

lists except one topic (A-Cell-plant-animal). The lists that were obtained for the 

bottom 5% of articles and for all articles contain only one term (“sample”) and no 

terms respectively. This can be explained by the much higher number of sentences 

without uncertainty compared to the number of sentences with uncertainty (about 4-

fold, see Table 1); hence a much more diverse set of statements and vocabulary that 

cannot have high association scores with any specific noun. 

Comparison between Tables 2 and 3 underscores insights on the types of research 

objects that are related to uncertainty within the different topics. Several terms in 

Table 3 appear related to experimentation and evidence-based research, e.g. 

“spectrum”, “sample”, “band”, “cell”, “experiment”, “study”, “acid”, “temperature”, 

“solution”, “reaction”, “spore”. These nouns are strongly associated with the absence 

of uncertainty. In contrast, Table 2 indicates that uncertainty is expressed in relation 

with objects more prone to speculation or objects that are less directly observable or 

amenable to experimentation, e.g. “life”, “planet”, “Mars”, “civilization”, “star”, 

“system”, “atmosphere”, “water”, “evolution”. Additionally, some objects can be 

related to the absence of uncertainty in some domains (e.g., “water” in the topic B-

Sample-chemistry in Table 3), while being associated with the presence of 

uncertainty in other topics (D-Life-environment and C-Planet-star in Table 2). The 

term “time” is related to uncertainty for 3 topics in Table 2 but does not appear in 

Table 3. Similarly, “life” is prominently associated with uncertainty, while being 

absent from Table 3. 
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Table 2. Nouns with the highest association scores (above 0.1) with uncertainty for: 

the top 5 topics with highest relative uncertainty; the top 5% of articles with highest 

relative uncertainty; and all articles. Association scores are given in parentheses. 

 
 

Table 3. Nouns with highest association scores (above 0.1) with absence of uncertainty 

for: the bottom 5 topics with lowest relative uncertainty; the bottom 5% of articles 

with lowest relative uncertainty; and all articles. Association scores are given in 

parentheses. 

  

 

Uncertainty in abstracts and in main texts 

Uncertainty expressed in abstracts and in the body of articles tend to follow the same 

relatively stable pattern over time, though uncertainty in abstracts is usually a few 

points above uncertainty in the core of the texts. Note the higher variability of 

uncertainty expressed in abstracts, with most abstracts oscillating between 10% and 

40% uncertainty, with minima at 0% and maxima or outliers oscillating between 

80% and 100% uncertainty in some cases. The spread of uncertainty in the body of 

articles is much narrower, typically in between 15% and 25% of sentences 

expressing uncertainty.  
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Figure 4. Comparison of uncertainty expressed in abstracts (A) and in the main 

portion of the corpus articles (B). Boxplot showing the distribution of document 

uncertainty ratio; line representing the evolution of average uncertainty per time-

period. 
 

Uncertainty as a function of text length 

Analyzing text length as a function of uncertainty shows a lot of variability, though 

a noticeable trend seems to indicate that texts with either low or high uncertainty 

tend to be on the short side (around 100 sentences for texts with less than 10% 

uncertainty or more than 55%). On the other hand, texts with average uncertainty 

tend to be longer (about 200 sentences for texts with 20-30% uncertainty). This 

suggests that polarized texts in terms of uncertainty, exhibiting either a lot of doubt 

or a lot of conviction, tend to be on the shorter end. 

 

 

Figure 5. Document length as a function of uncertainty. For different intervals of 

uncertainty percentage in documents, boxplot of the distribution statistics of 

corresponding document length (total number of sentences in abstracts and main 

texts jointly).  
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Uncertainty as a function of text progression 

Figure 6 shows the plot of the percentage of sentences that express uncertainty Ug 

with respect to their position in the text progression. Far from being constant 

throughout a text, uncertainty significantly fluctuates depending on text progression.  

 

   

Figure 6. Relative distribution of uncertainty as a function of text progression (for 

main texts only, abstract excluded; 0 corresponds to text start; 100 to end).  

 

The introductory portions of texts display a relatively high share of uncertainty, with 

as many as 27% of sentences expressing uncertainty. An even higher level of 

uncertainty is expressed in the concluding sections, with average uncertainty up to 

37% at the end of texts. In between these two extremes, uncertainty levels are lowest 

between positions 20 and 40 of text progression. The IMRaD (Introduction, 

Methods, Results and Discussion) structure for articles is most usual in experimental 

sciences and commonly used in the journals in our dataset. Assuming such a structure 

for the majority of the corpus articles, uncertainty levels are rather high in the 

Introduction of the articles, at their lowest around the middle of the texts, i.e. in the 

Method and Result sections, and increase towards the final Discussion section. 

Discussion 

Our approach to annotating uncertainty, while effective, is not without limitations. 

The annotation relies on a set of nuanced linguistic rules to identify uncertainty, 

yielding an F-measure of 0.858 (Ningrum et al., 2025). While this performance is 

robust, it is not perfect and may introduce noise. Recent methodological 

improvements have been made, and further enhancements are planned.  

The topic modeling approach which was used to identify research domains also has 

its constraints. We employed Latent Dirichlet Allocation (LDA) as it represents a 

well-established method, and fitted the model to K=25 topics so as to offer a 
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reasonable balance between granularity and research objectives, as addressed in prior 

work (Malaterre & Lareau, 2023). While providing nuanced topic probability 

distributions, this approach can impose certain limitations, for instance, the need for 

additionally crisp-assigning documents by assigning them to their dominant topics 

in some analyses. 

Finally, the dataset itself presents limitations as it is confined to specific journals and 

time periods, reflecting a disciplinary focus on astrobiology. While this focus aligns 

with our objective of investigating uncertainty in that specific nascent 

multidisciplinary domain, extending the corpus to include articles from other 

journals using keyword-based retrieval could provide broader insights. 

Our findings reveal that uncertainty in astrobiology research articles is relatively 

stable over time, both across the entire corpus and within specific topics. Contrary 

to initial expectations, uncertainty did not decrease over time, even as the field 

matured. While this challenges the hypothesis that uncertainty diminishes with 

disciplinary maturation, it remains possible that this trend could emerge at finer topic 

granularity than the 25 topics used in this study. 

The corpus demonstrates relatively high levels of uncertainty, with on average about 

20-25% of sentences in articles expressing uncertainty. This contrasts with previous 

studies that reported an average of 14% uncertainty in corpora from generalist and 

biomedical journals (Ningrum & Atanassova, 2024). Astrobiology thus occupies the 

higher end of the spectrum in terms of expressed uncertainty in the corpora examined 

so far. Moreover, individual articles vary widely, with some exhibiting as much as 

60% uncertainty and others less than 10%. Investigating these extreme cases could 

yield valuable insights into the factors driving such variability. 

One major finding is the significant variability in uncertainty across research topics. 

Certain topics express markedly more uncertainty, often linked to specific objects of 

inquiry. For example, particular nouns frequently associated with uncertainty 

suggest that the nature of the research object influences the level of expressed 

uncertainty. In the present study, the F-measure was used to identify  most  strongly 

associated nouns with specific groups of documents, yet the scores are low and 

furthermore the data is unbalanced; other measures, such as micro F-measure or TF-

IDF at the cluster level (Grootendorst, 2022), could be used in future works. Future 

investigations should also explore in more detail whether epistemic properties—such 

as the difficulty of experimentation, observational challenges, or complexity—

underlie this variability. One direction is to investigate the relationships between 

uncertainty and specific epistemic markers as defined in (Malaterre & Léonard, 

2024). Additional sociological or cultural factors, such as differences in writing 

styles or practices, may also contribute and warrant further study. 

Our analyses also highlight the interplay between uncertainty and the rhetorical 

structure of research articles. While there is no significant difference in average 

uncertainty between abstracts and main texts, abstracts exhibit greater variability in 

uncertainty levels. Interestingly, shorter texts tend to polarize in terms of uncertainty, 

displaying either very high or very low levels. Text progression emerges as a major 

variable influencing uncertainty. The introduction, discussion, and conclusion 

sections account for most instances of uncertainty, suggesting that these sections 
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function as rhetorical spaces for articulating doubt, speculation, and reflection. 

Comparative analyses across the IMRaD structure in different fields could further 

elucidate these patterns. 

Conclusion 

Deploying a linguistically motivated approach to identify complex terminological 

patterns expressing uncertainty in scientific articles, this study highlights the intricate 

dynamics of uncertainty within astrobiology research, offering insights into its 

relative stability over time, its variability across subdomains of research, and 

different facets of its rhetorical manifestations. Despite the field’s maturation over 

the past fifty years, uncertainty remains prevalent, reflecting the challenges of 

investigating the origin on Earth and its possible presence elsewhere in the solar 

system and beyond. The variability of uncertainty across research domains—as 

captured with topic modeling —underscores different regimes of uncertainty 

possibly linked to specific objects of enquiry and their properties, and which will 

need to be further investigated. Lexical analysis identified nouns frequently linked 

to uncertainty, such as “life,” “planet,” and “Mars,” contrasting with terms like 

“sample” and “spectrum,” which reveal evidence-based inquiry. The analyses also 

highlight the relationship between uncertainty and the rhetorical structure of 

scientific articles. Higher uncertainty is found in introductions and conclusions, 

while middle sections contain less. Abstracts show slightly higher and more variable 

uncertainty, emphasizing their role in summarizing research and unknowns. These 

findings not only contribute to our understanding of the science of astrobiology and 

the uncertainty that pervades it, but also open pathways for comparative studies with 

other corpora and methodological refinements, notably to identify different types of 

uncertainties and further examine the epistemic context in which uncertainty is 

expressed. By extending these lines of enquiry, future research can further illuminate 

the nuanced role of uncertainty in scientific discourse. 
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