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Abstract 

Artificial intelligence (AI), particularly generative AI (GenAI) and large language models (LLMs), is 

transforming scientific research and higher education, offering new opportunities while raising 

significant ethical, legal, and regulatory challenges. This opinion piece explores the intersection of AI 
and science, focusing on the implications for copyright, peer review, and open science. AI systems, 

such as LLMs, are increasingly used in research applications, including text generation, data analysis, 

and peer review, with recent studies suggesting that AI-assisted reviews may improve efficiency and 

address reviewer shortages. However, concerns about bias, confidentiality, and the lack of guidelines 

for AI use in peer review persist. The rise of AI also poses challenges to copyright, as LLMs often 

rely on vast datasets of scientific works, raising questions about fair use, attribution, and licensing. 

Current regulatory frameworks in the United States, China, the European Union, and the United 

Kingdom focus on promoting innovation and responsible AI development, but gaps remain, 

particularly in addressing the use of copyrighted works for AI training. Creative Commons licenses, 

widely used for open-access outputs, do not fully address the complexities of AI training, and the 

absence of proper attribution in AI systems challenges the concept of originality. This paper calls for 
action to ensure that AI training is not considered a fair use exception to copyright law, advocating 

for authors' rights to refuse the use of their works for AI training and for universities to take a leading 

role in regulating AI. Governments and international organizations must develop harmonized 

legislative measures to protect authors' rights and ensure transparency in AI training datasets. The 

paper concludes that while AI offers transformative potential for science, a careful and responsible 

approach is needed to balance innovation with ethical and legal considerations, preventing the 

emergence of an oligopolistic market that prioritizes profit over scientific integrity. 

Introduction 

While there is no single, universally accepted definition of artificial intelligence (AI), 

it can be broadly defined as the ability of machines to learn, make decisions, and 

solve problems in a way that resembles human cognition (Sonone & Dharme, 2019). 

AI systems are designed to go beyond simple calculations, aiming to solve complex 

problems autonomously (Fogel, 2005). Generative AI (GenAI), a branch of AI, 

utilizes deep learning techniques – specifically generative models – to produce 

creative outputs such as music, images, and text (Ramdurai & Adhithya, 2023). In 

this opinion piece, I will focus primarily on Large Language Models (LLMs), which 

are intelligent systems capable of natural language processing (Gao et al., 2023; Hadi 

et al., 2023). These systems can process and generate human-like language, 

including tasks like machine translation. However, the true nature of their 

intelligence remains a subject of debate. Some researchers argue that the apparent 

intelligence of LLMs may reflect the interviewer's own intelligence rather than the 

model's, suggesting a "reverse Turing test" (Sejnowski, 2023). 
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The term "artificial intelligence" (AI) was first coined by John McCarthy at the 

Dartmouth Conference in 1956, marking the official beginning of AI's history 

(Strickland, 2021). However, the evolution of AI in the 20th century was marked by 

significant scientific and technical challenges that have hindered its rapid 

development. These challenges mainly include computational power limitations and 

algorithmic constraints (Puttgen & Jansen, 1987). Two periods, usually referred to 

as “AI winter,” represent the situation of reduction of interest and funding for AI 

research due to unmet expectations and the failure to deliver the promised 

breakthroughs. The first AI winter occurred in the 1970s and 1980s, primarily due 

to the overpromising of AI capabilities by researchers and the subsequent failure to 

achieve these goals. Similarly, the second AI winter in the late 1980s and early 1990s 

was caused by the failure of expert systems to deliver on their potential, despite 

significant investments by corporations (Lloyd, 1995). Algorithmic advances have 

played a crucial role in overcoming computational limitations (Selman, 2000). 

Since then, the 21st century has witnessed significant advancements in AI, driven by 

increased computational power and the availability of vast amounts of data (Hwang, 

2018; Liu et al., 2018). These advancements have transformed various sectors, 

including healthcare, finance, and manufacturing. AI's impact on society and the 

global order is profound, with implications extending far beyond technology (Rama 

Padmaja & Lakshminarayana, 2024). The rise of AI has reshaped power dynamics 

among nations, with countries like the USA, China, and Russia leading the global 

race for AI dominance (Vijayakumar, 2023).  

The development of AI technology presents both challenges and opportunities across 

various fields (Rama Padmaja & Lakshminarayana, 2024; Wolff et al., 2018). While 

AI offers immense potential, its advancement raises ethical concerns, including 

biases, privacy issues, and broader social implications (Rama Padmaja & 

Lakshminarayana, 2024). Li (2023) identifies 12 key ethical concerns and related 

strategies for applying AI in healthcare: justice and fairness, freedom and autonomy, 

privacy, transparency, patient safety and cybersecurity, trust, beneficence, 

responsibility, solidarity, sustainability, dignity, and conflicts. AI's influence spans 

all five dimensions of sustainability, with both positive and negative consequences 

(Khakurel et al., 2018). For instance, an analysis of a Google Scholar sample of 

questionable scientific papers suspected to be generated by GPT revealed that many 

address applied, often controversial issues prone to misinformation, such as 

environment, health, and computing (Haider et al., 2024). Additionally, LLMs may 

pose a threat to copyright, as they can generate content that potentially violates 

intellectual property rights (German, 2024). Currently, neither copyright nor “open” 

licenses can protect scholarly content from unauthorized reuse in AI training 

(Decker, 2025). 

AI is transforming research jobs, and science, that in turn provides LLMs with a vast 

amount of data for training. The goal of this opinion piece is to analyze the potential 

consequences of the further development of AI on science, highlighting its positive 

effects while also mitigating risks. In the next section, I will provide a brief overview 

of how AI is being used in research applications. I will then analyze the current state 

of AI regulation, particularly regarding science, identifying any gaps in the current 
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regulations. Finally, I will outline several suggestions for filling these gaps to ensure 

the safe and effective use of AI in academic research. 

Applications of AI and LLMs in Research and Higher Education 

Artificial intelligence (AI), particularly large language models (LLMs), is 

transforming higher education and research in much the same way it is 

revolutionizing other industries. AI has the potential to enhance personalized 

learning experiences, provide feedback to students, identify at-risk learners, and 

accelerate the research process (Tarisayi, 2024). Applications of AI in these fields 

include text generation, data analysis, literature review assistance, and peer review 

(Alqahtani et al., 2023). For instance, AI can automate many tasks involved in 

conducting systematic literature reviews (De La Torre-López et al., 2023). Another 

promising use case is the proofreading and editing of scientific texts. While these 

applications have the potential to revolutionize education and research, challenges 

remain, including ethical concerns, algorithmic bias, and the need for human 

oversight (Alqahtani et al., 2023; Peláez-Sánchez et al., 2024). Algorithmic bias 

refers to systematic errors in AI systems that can lead to unfair and unequal outcomes 

(Shin & Shin, 2023). Furthermore, Andersen et al. (2024) identified three clusters of 

AI perception among academics: "GenAI as a workhorse," "GenAI as a language 

assistant only," and "GenAI as a research accelerator." The authors argue that these 

variations reflect differences across disciplines and knowledge production models. 

Automatic or AI-assisted peer review has been proposed as a potential solution to 

issues of quality and reproducibility in scientific research. Software tools for 

automatically evaluating scientific papers using AI, StatReviewer1 and UNSILO2, 

have emerged in recent years3. Additionally, tools like the statcheck package for 

verifying statistical analyses have gained traction4. Until recently, these tools were 

considered auxiliary and incapable of replacing human labor (Baker, 2015; Heaven, 

2018). However, recent advances in AI are challenging this notion. 

Recent studies have explored the impact of AI and LLMs on peer review, with 

research indicating that AI-assisted reviews are becoming more prevalent. At ICLR 

2024, it is estimated that at least 15.8% of reviews will be AI-assisted (Latona et al., 

2024). These AI-assisted reviews tend to assign higher scores to papers and increase 

acceptance rates (Latona et al., 2024), potentially improving review quality and 

addressing reviewer shortages (Hosseini & Horbach, 2023). However, such studies 

are often based on limited samples. For example, Biswas et al. (2023) compared 

ChatGPT's performance as an AI reviewer to human reviews for a single published 

article. The authors found that ChatGPT demonstrated commendable ability in 

identifying methodological flaws, providing insightful feedback on theoretical 

                                                
1 StatReviewer. URL: http://statreviewer.com/ (date of access: 22.01.2024). 
2 UNSILO. URL: https://site.unsilo.com/site/ (date of access: 22.01.2024). 
3 At the same time, plagiarism detection systems have existed for much longer. For example, 

"Antiplagiat," a well-known system in Russia, was established in 2005.  
4 statcheck. URL: https://michelenuijten.shinyapps.io/statcheck-web/ (date of access: 22.01.2024), 

also R package. 
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frameworks, and assessing the overall contribution of articles to their respective 

fields. 

Despite these advancements, concerns about bias amplification, confidentiality, and 

the lack of guidelines for LLM use in peer review persist (Hosseini & Horbach, 

2023). Some researchers advocate for AI to assist with manuscript triaging 

(Bauchner & Rivara, 2024), suggesting that human-AI collaboration could 

democratize academic culture (Sarker et al., 2024). Nevertheless, researchers 

recommend disclosing the use of LLMs and maintaining human responsibility for 

review accuracy and integrity (Hosseini & Horbach, 2023). 

The impact of AI on the publishing industry can be described as revolutionary. It is 

expected that AI will bring about a third digital transformation in the industry 

(Bergstrom & Ruediger, 2024). Two possible scenarios for the future development 

of AI in scholarly publishing have been proposed. In the first scenario, AI would 

make the publishing process more efficient, expanding the range of services offered 

by publishers. In a more radical scenario, AI could fundamentally change the way 

scientific communication occurs, transforming the channels used for 

communication. 

The interaction between generative AI (GenAI) and the open access movement is 

complex (Hosseini et al., 2024). GenAI can make scholarly publications more 

comprehensible to the public or researchers from other fields. It can also help 

mitigate the negative consequences of information overload and assist researchers in 

fully benefiting from open access. However, significant risks are associated with 

using GenAI to enhance access to scholarly literature. One concern is the potential 

for systems to provide inaccurate or biased summaries, syntheses, or advice. Another 

risk is the possibility of facilitating the proliferation of paper mills. Finally, the 

absence of proper attribution of training data challenges the concept of originality 

and may discourage the sharing of data and papers. 

Open science has led to the generation of vast amounts of data, presenting both 

opportunities and challenges for the scientific community. AI research can also be 

part of open science, particularly through the development of open-source LLMs 

such as Game 2, Nemo Tron-4, and Llama 3.1. Open datasets are crucial to the 

success of these open-source projects. However, developers face numerous 

challenges, including language bias and safety issues. 

Several community initiatives aim to address these challenges. One such initiative is 

the Aya project, which seeks to bridge the language barrier by providing a human-

curated instruction-following dataset in 65 different languages (Singh et al., 2024). 

The dataset contains 513 million examples across 114 languages. As a result of this 

initiative, three key resources have been developed and made freely available: the 

Aya Dataset, the Aya Collection, and the Aya Evaluation Suite. This initiative serves 

as a platform for future research collaboration to continue bridging the gap in 

language resources. 

Another issue with open-source LLMs is their susceptibility to malicious 

exploitation. Yi et al. (2024) identified vulnerabilities in the safety alignment of 

open-access LLMs, which can significantly increase the success rate and 
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harmfulness of jailbreak attacks5. The study proposes two types of techniques that 

can make LLMs adeptly reverse-aligned to output harmful content, even in the 

absence of manually curated malicious datasets. 

AI-Related Regulations 

In this section, I provide a brief analysis of the regulations related to artificial 

intelligence (AI) in the United States, China, the United Kingdom, and the European 

Union. 

Interestingly, there is currently no comprehensive regulation governing AI in the UK 

and the US. The Sunak government issued a framework document in 2023 titled A 

Pro-Innovation Approach to AI Regulation (Department for Science, Innovation & 

Technology, 2023), which establishes basic principles for AI. The document 

promotes flexible regulation and aims to foster innovation through the development 

and use of AI technologies. The British government has also expressed its ambition 

to make the UK the best place to invest in AI. 

In the United States, a framework document was published in October 2023, titled 

Executive Order on the Safe, Secure, and Trustworthy Development and Use of 

Artificial Intelligence (2023). Notably, this document includes actions related to 

copyright law, stating: “…consult with the Director of the United States Copyright 

Office and issue recommendations to the President on potential executive actions 

relating to copyright and AI.  The recommendations shall address any copyright and 

related issues discussed in the United States Copyright Office’s study, including the 

scope of protection for works produced using AI and the treatment of copyrighted 

works in AI training.”  

A significant step forward was taken with the development of the Generative AI 

Copyright Disclosure Act of 2024 (H.R.7913 - 118th Congress, 2023-2024). This act 

aims to ensure transparency in the use of copyrighted works for AI training and is 

currently under consideration in the House of Representatives. If passed, the act 

would require companies to notify the U.S. Copyright Office about any copyrighted 

works used in their AI systems. These notifications must be submitted 30 days before 

or after the public release of the AI system, ensuring transparency and accountability. 

The act is intended to help copyright holders make informed decisions about 

licensing and compensation. However, the wording of the document remains vague, 

raising questions for both AI developers and copyright owners. Additionally, I have 

concerns about the inability of copyright holders to prohibit the use of their works 

for AI training, which creates a bias in favor of AI development. 

In China, the Interim Measures for the Management of Generative Artificial 

Intelligence Services (Cyberspace Administration of China et al., 2023) were 

implemented on August 15, 2023. These regulations, comprising 24 articles, aim to 

strike a balance between fostering innovation and ensuring the security and 

governance of AI. Article 3 emphasizes the importance of maintaining a harmonious 

                                                
5 User prompt injection attacks occur when users deliberately exploit system vulnerabilities to elicit 

unauthorized behavior from an LLM (see, for example, https://learn.microsoft.com/en-au/azure/ai-

services/content-safety/concepts/jailbreak-detection).  
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relationship between development and innovation while prioritizing security and 

governance in the field of AI. Articles 5 and 6 highlight the need for collaboration in 

developing basic technologies, such as chips and software platforms, as well as the 

creation of shared data resources. Article 16 states that all regulatory measures must 

be compatible with innovation, and Article 2 clarifies that the regulations apply only 

to publicly available generative AI services. Service providers are held responsible 

for the content generated using their services. Chinese regulations are among the 

most stringent in the world. For example, Article 12 mandates that users must be 

informed when content is generated using AI as a blanket rule.  

On August 1, 2024, the European Artificial Intelligence Act (AI Act) entered into 

force (Regulation (EU) 2024/1689 of the European Parliament and of the Council of 

13 June 2024). This law primarily aims to reduce the risks associated with the use of 

AI. It focuses mainly on high-risk AI systems, while low-risk systems require 

transparency. For instance, chatbots must clearly inform users that they are 

interacting with a machine, and certain AI-generated content must be labeled as such. 

In summary, the legislative frameworks in major AI-developing countries primarily 

focus on either the responsible development and use of AI6, including content 

labeling, or on fostering innovation and attracting investment in the AI industry. 

Notably, only the US addresses copyright issues in connection with AI development, 

but its regulatory framework remains incomplete and appears biased toward AI 

developers rather than copyright holders. It is also worth noting that, at present, there 

are no specific legislative regulations governing AI in the Russian Federation. 

However, Russia has introduced the concept of "experimental legal regimes for 

digital innovations7," which allows for the testing of technologies that are not yet 

legally regulated. 

Copyright and Licensing 

Most scientific works are protected by copyright laws. Copying and retaining these 

works in AI systems, as well as reproducing them in outputs, involves copyright, 

making appropriate licensing essential for compliance (Johnson, 2024). The 

generated output can be considered a derivative work, although this is not explicitly 

stated in any legal documents. 

Creative Commons (CC) licenses are the most widely used for open-access outputs. 

Approximately 28% of global research output is licensed under the Creative 

Commons Attribution license (CC BY), while another 22% uses more restrictive 

Creative Commons licenses (Pollock & Michael, 2024). However, Creative 

Commons acknowledges that existing CC licenses do not fully address the specific 

challenges related to using creative works for AI training (Walsh, 2023). Using CC-

licensed content raises several questions, such as whether the attribution requirement 

is fulfilled when training LLM models. In my opinion, this is not the case. For 

example, the training dataset for ChatGPT contains millions of scientific articles, but 

                                                
6 Living Guidelines on the Responsible Use of Generative AI in Research | Research and Innovation 

(2024) also focuses on responsible use of AI and related issues of research integrity. 
7 Regulated by Federal Law No. 258-FZ, dated July 31, 2020, "On Experimental Legal Regimes in 

the Field of Digital Innovations in the Russian Federation". 
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it is unclear exactly which ones were used (“AI Firms Must Play Fair When They 

Use Academic Data in Training,” 2024). 

However, if the use of content is subject to copyright exclusions, the licensee's 

abilities are limited. In fact, such an exclusion is currently being considered for 

legislation in the US. Moreover, the US fair use doctrine allows for the unlicensed 

use of copyrighted works under certain circumstances. AI training is often 

considered a case of fair use (Johnson, 2024; Walsh, 2023). For instance, OpenAI 

argues that this position is “supported by long-standing and widely accepted 

precedents” (OpenAI and Journalism, 2024). 

Publishers are also responding to market changes by developing licensing 

agreements for the use of content in LLM training (Schonfeld, 2024). Currently, the 

number of such deals is relatively low8, and they primarily cover content distributed 

through subscription services. If a publishing contract includes the full transfer of 

rights to the publisher, the publisher can license the content for AI training without 

seeking the authors' consent (Hansen, 2024). This underscores the importance of the 

rights retention strategy. Major publishers, along with Clarivate, are rapidly 

developing new AI-based businesses, which are evolving into data cartels (Pooley, 

2024). This could lead to a situation where the academic AI market adopts the same 

oligopolistic structure as the current academic publishing market. 

A Call for Action 

Science and artificial intelligence (AI) are closely linked. Research provides data, 

which is crucial for training large language models (LLMs) and advancing data 

science more broadly. At the same time, generative AI (GenAI) is revolutionizing 

research. Open-source LLMs are an essential part of open science. While AI presents 

significant opportunities for scientific advancement, it also poses substantial risks. 

Legislation in this field is still evolving, and regulatory and policy documents often 

focus on attracting investment in AI or promoting its responsible development and 

use. The use of publicly available research outputs for training LLMs falls into a 

"grey area." At the moment, the community lacks any meaningful discussion on the 

reuse of academic content for LLMs’ training. Attempts to raise this issue are made, 

but their impact is rather limited (Decker, 2025). Below, I offer some thoughts on 

actions that can be taken in the near future. 

First and foremost, AI training should not be considered an exception to copyright 

law (i.e., under the fair use doctrine). Recognizing LLM training as a case of fair use 

undermines efforts to reform copyright regulation. In my opinion, LLM training 

should not qualify as fair use for at least two main reasons: 

1. Non-commercial use is not guaranteed: Many AI systems already operate on 

paid subscription models. Even if no fees are currently charged, there are no 

legal restrictions preventing these models from becoming commercialized in 

the future. 

                                                
8 Generative AI Licensing Agreement Tracker. URL: https://sr.ithaka.org/our-work/generative-ai-

licensing-agreement-tracker/. 
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2. Content can be reproduced with high accuracy: AI-generated content often 

closely resembles the original, making it subject to copyright and attribution 

requirements. 

This issue is particularly relevant in the US context, but given that most AI 

developers are based in the US, it is critical for the global development of the 

industry. Some researchers argue that it will take years for US courts to address the 

issue of licensing content for LLM training (Bergstrom & Ruediger, 2024). This is a 

major concern for the academic community, as the market will continue to evolve, 

researchers will increasingly rely on AI for interacting with scholarly output, and it 

will become more difficult to implement changes (see below for further discussion 

of limitations and challenges). 

Authors should have the option to refuse the use of their work for training GenAI 

models or specific groups of such models. This should be explicitly stated in the 

licensing terms. There are two possible strategies to achieve this: 

1. Examine existing licenses: The Creative Commons BY-ND (Attribution-

NoDerivatives) license could be considered restrictive for AI training, but only 

if regulatory frameworks recognize AI-generated content as derivative works. 

However, determining whether AI-generated content qualifies as a derivative 

work is complicated by the fact that LLMs can produce different responses for 

each query, making it difficult to assess similarity to the original. The BY-NC 

(Attribution-NonCommercial) license may also be restrictive for training 

models intended for commercial use9. 

2. Introduce a new "NT" (no train) extension: This would explicitly prohibit the 

use of licensed works for AI training. However, since the original datasets used 

for LLM training are not publicly accessible, the prospects for enforcing such 

licensing terms remain uncertain. Additionally, publishing contracts should 

specify that publishers cannot use articles to train their LLMs or other AI 

models without author consent.  

Universities as Key Players in AI Regulation 

Universities should take a leading role in regulating AI. On the one hand, universities 

often act as publishers or maintain their own repositories, making it feasible to 

implement content licensing approaches in practice. On the other hand, universities 

conduct research and develop GenAI models, placing them at the forefront of 

addressing the ethical aspects of these processes. Furthermore, universities can 

provide evidence to support legislative regulation. Having said that, I must 

acknowledge that universities lack the regulatory power that governments possess. 

However, it is concerning that many current community documents in the field of 

open science, such as the Barcelona Declaration on Open Research Information 

(2024), do not address AI-related issues. 

 

                                                
9 However, can we be certain that today's open models will not be commercialized in the future? 



1531 

 

Legislative Measures and International Cooperation 

Governments and international organizations must develop and implement 

legislative measures to protect authors' rights and prevent the unauthorized use of 

their works for training GenAI models. One of the first steps should be the mandatory 

disclosure of training datasets by developers. 

The challenge lies not only in adopting national AI laws but also in harmonizing 

these laws globally. Without international coordination, commercial developers 

could exploit "safe harbors" to serve their own interests. Therefore, it is essential for 

large intergovernmental organizations, such as UNESCO, to take on this task. 

Another challenge is that AI models cannot be "untrained." If restrictions are 

imposed only on new models, existing models would gain a non-market advantage. 

Conversely, applying restrictions retroactively to existing models could destabilize 

the industry. A responsible dialogue is needed to find a balanced solution. One 

possible approach is retrieval-augmented generation, which allows models to 

reference relevant papers in their outputs (“AI Firms Must Play Fair When They Use 

Academic Data in Training,” 2024). 

Conclusion 

The author of this article does not oppose AI. In fact, while writing this manuscript, 

the Yandex. Translate service was used to assist with reading Chinese text and 

proofreading the English version. The development of AI brings numerous 

opportunities for research, but it requires a careful and responsible approach that 

considers the interests of all stakeholders. Otherwise, there is a risk of fostering an 

oligopolistic market driven by profit maximization, resembling the current dynamics 

of the academic publishing sector. As an author, I would like the option to refuse the 

use of my work for training GenAI models, especially for commercial purposes. 
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